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What is an 
artificial neuron ?

Σ

Activation function



  

All inputs can be independent and everything connected to everything

 

Multi-Layer Perceptrons (MLP)
or Dense neural networks (DNN)
made of Fully Connected layers (FC)



  

 
comparison

training set
one set 
of inputs

one set 
of true
outputs

Update of
parameters Minimising

loss function

Learning with
backpropagation



  

We can detect local features by linking neighbouring inputs

Deep Convolutional Neural Networks (CNN)



  

Encoder networks can embed information in a latent space
Decoder networks can reconstruct the information from it



  

AutoEncoders can train themselves unsupervised
Variational AutoEncoders learn mean and std distributions

Direct comparison
=

Unsupervised learning

Generative model



  

Generative Adversarial Networks learn by trying to deceive themselves



  

Time series and sequences of variable lengths



  

Time series and sequences of variable lengths



  

Recurrent Neural Networks: successive inputs are not independent



  

RNN: 1 cell (here, 1 neuron)

Σ

Σ

“memory”

For “gate”

NB: implicit “identity” activation function

For “hidden”

not the same timepoint



  

RNN: 1 cell - unfolding

Σ

Σ

Σ

Σ

Σ

Σ

We can output 
another series, e.g,
           transcription,
           translation,
           conversion.



  

RNN: 1 cell - unfolding

Σ

Σ

Σ

Σ

Σ

Σ

No feedback 
to the model



  

RNN: 1 cell - unfolding

Σ Σ Σ

Σ

We can predict only the last output,
e.g., plug an MLP for a classification 
based on a whole series.



  

Stacked RNNs

RNN 
layer 1

RNN 
layer 1

RNN
layer 2

RNN
layer 2



  

Stacked RNN

RNN 
layer 1

RNN 
layer 1

RNN
layer 2

RNN
layer 2

same



  

Several RNNs may learn different patterns in parallel

RNN 
layer 1

RNN 
layer 1

RNN
layer 2

RNN
layer 2

RNN 
layer 1

RNN 
layer 1

RNN
layer 2

RNN
layer 2

Same idea as different
kernels in CNNs

No connexions
between parallel cells
of the same layer!



  

Learning by backpropagation in time

Lillicrap and Santaro (2019) Backpropagation through time and the brain. Curr Op Neurobiol, 55:81-89 



  

Exploding and vanishing gradients

Source: 
SuperDataScience

Green = sensitivity of output on input

E.g.: activation function = ReLU

h

h

hhhh
h



  

Solution: Long Short-Term Memory (LSTM)

Hochreiter and Schmidhuber (1997) Long short-term memory. Neur Comput, 9(8):1735-1780

Source: Ottavio Calzone (2002) An Intuitive Explanation of LSTM. https://medium.com/@ottaviocalzone

Hadamard product

Next time-point

Next time-point

Next layer



  

Solution: Long Short-Term Memory (LSTM)

1-How much do we
   forget from previous 
   time-points?

Next time-point

Next time-point

Next layer



  

Solution: Long Short-Term Memory (LSTM)

2-How much do we
   remember from this 
   time-point?

Next time-point

Next time-point

Next layer



  

Solution: Long Short-Term Memory (LSTM)

3-How much do we
   transmit to the next
   LSTM cells?

Next time-point

Next time-point

Next layer



  

Solution: Long Short-Term Memory (LSTM)

3-How much do we
   transmit to the next
   LSTM cells?

Next time-point

Next time-point

Next layer

Long-term memory

Short-term memory



  

LSTMs for Encoder-Decoder



  

Example in bioinformatics



  

Example in clinical setting

clinical



  

The paper that changed everything:
the Transfomer



  

The paper that changed everything:
the Transfomer

Cool title

All authors equal

Never published in a journal

Cited... 138640 times as of 27 October 2024!



  

The paper that changed everything:
the Transfomer



  

The Transformer: Memory + context = attention



  

The Transformer: Memory + context = attention

J’adore l’IA <start> I love

I love AI



  

Attention in the Transformer

Q = query, K = key, V = value



  

Attention in the Transformer

Q = query, K = key, V = value



  

Attention in the Transformer

Q = query, K = key, V = value



  

Attention in the Transformer

n = #tokens

d = dimension 
of embeddings

Q = query, K = key, V = value

n

nAttention matrix:
Impact of each embedding 
of each token on all the others

Attention: aggregated attention
                per embedding 



  

Attention in the Transformer

The attention of all token embeddings 
on all token embeddings

Actual relevant attentions
1 per token embedding

X is entered
WQ, WK, and WV are learned
Everything else is computed 

Source: https://erdem.pl/2021/05/introduction-to-attention-mechanism



  

Self versus cross-attention

Source: https://theaiedge.io



  

Self versus cross-attention

inputs

inputs

attention 
between inputs
relevant
for inputs

inputs

outputs

attention 
between inputs
and outputs
relevant
for outputs



  

AttOmics

Beaude, A., Rafiee Vahid, M., Augé, F., Zehraoui, F., & Hanczar, B. (2023). AttOmics: attention-based architecture for diagnosis and prognosis from omics data. 
Bioinformatics, 39(Supplement_1), i94-i102.

Random, GO BP, MSigDB hallmarks, Clustering

Gene expression, methylation, siRNA, etc.
e.g., TCGA cervical cancers



  

AttOmics

Beaude, A., Rafiee Vahid, M., Augé, F., Zehraoui, F., & Hanczar, B. (2023). AttOmics: attention-based architecture for diagnosis and prognosis from omics data. 
Bioinformatics, 39(Supplement_1), i94-i102.

Gene expression, methylation, siRNA, etc.
e.g., TCGA cervical cancers

Random, GO BP, MSigDB hallmarks, Clustering

Pathways affected in cervical cancer



  

EnzBERT

Aggregated attention 
for each token (amino acid)



  

Cell2Sentence

Levine et al (2024). Cell2Sentence: 
Teaching Large Language Models 
the Language of Biology. BioRxiv
https://doi.org/10.1101/2023.09.11.557287 



  

Vision Transformer

source: https://doi.org/10.1155/2022/3454167

CNN = local features
ViT = relations between distant features



  

Patches are embedded by CNNs

input 
image

6 nearest neighbours in 
the 4096 dimension space

Krizhevsky A, Sutskever I, Hinton GE (2012)
ImageNet Classification with Deep
Convolutional Neural Networks
https://proceedings.neurips.cc/paper/2012/file/
           c399862d3b9d6b76c8436e924a68c45b-Paper.pdf

(presenting AlexNet, the first Deep Convolutional Network)

https://proceedings.neurips.cc/paper/2012/file/


  

ViTs are replacing vanilla CNNs

oral cancer

lung cancer
brain cancer

bladder cancer skin cancer

non-small cell
lung cancer



  

Graph Neural Networks (GNNs)
source: https://blogs.nvidia.com/blog/what-are-graph-neural-networks/



  

GNN can be heterogeneous

Gene ontology
Pathways

Inputs are gene expressions

https://hal.science/hal-04092210/



  

Many different ways to update GNNs
source: https://blogs.nvidia.com/blog/what-are-graph-neural-networks/



  

Example of GNN convolution

A

A
B

B C D

C
D

Degree matrix Adjacency matrix Laplacian matrix 

30th Conference on Neural Information Processing Systems (NIPS 2016), Barcelona, Spain.

NB: undirected graph → all matrices are symmetric
       This could be different for a directed graph

A

B C

D



  

Example of GNN convolution

A

A
B

B C D

C
D

Degree matrix Adjacency matrix Laplacian matrix 

30th Conference on Neural Information Processing Systems (NIPS 2016), Barcelona, Spain.

identity matrix
no influence from neighbours

influence from 
immediate neighbours

influence from neighbours and
neighbours of neighbours

kernel de convolution

A

B C

D



  

Example of GNN convolution

10

5 3

7

layer 1
?

? ?

?

layer 2

A

B C

D

D only influences C D influences A, B, C



  

Example of GNN convolution

A

B C

D

D only influences C D influences A, B, C

10

5 3

7

layer 1
11.6

4.65 1.18

7.57

layer 2



  

Graph Neural Networks (GNNs)

NB: GNNs generally comprise 3 embeddings that are updated at each iteration, 
       i.e nodes (vertices), edges, and graph



  

GNNs: What can we do?
1

7
3

6

1

7

6

A
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D
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7
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F
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1

7
3

6

1

7

6

A

B
C

D

E

F

G

Toxic

Node Classification Graph Classification Node Clustering

Link Prediction Influence Maximization

Source: Understanding Convolutions on Graphs
https://distill.pub/2021/understanding-gnns/ 

See also: A Gentle Introduction to Graph Neural Networks
https://distill.pub/2021/gnn-intro/

Both by Google Research teams

Node classification

Graph 
classification Node clustering

Link prediction Influence maximisation



  

AlphaFold2

~93 million parameters (weights+biases)

https://github.com/google-deepmind/alphafold



  

AlphaFold2: evoformer

Transformers+GNNs

see also: https://www.blopig.com/blog/2021/07/alphafold-2-is-here-whats-behind-the-structure-prediction-miracle/

between residues 
of one sequence 

between sequences
of the MSA



  

Row-wise attention: between residues of a sequence

Layer 0 = local contacts 

Head 2 of layer 2
recognises disulphide
bonds

At layer 11, heads 
recognise 
distant contacts 

Source:
AlphaFold2 paper
supplementary info



  

RNNs are back. Rise of the Mamba

Gu and Dao (2023) arXiv:2312.00752:
Schiff et al (2024) arXiv:2403.03234 

Prediction/classification

The model
learns about
variants’ 
Interactions

→Reusable
     foundation
     model

...AGGCTAGGATATCGATAAGCTGACTGAT...

“Attention” = embedding size x input length 
                → linear growth with input length
                  (not quadratic like transformers)

SSM = State Space Model
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