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The spectrum of non-alcoholic steatotic liver disease (SLD)

MASL
old: NAFL

MASH
old: NASH

Metabolic dysfunction-associated 
steatotic liver disease (MASLD)

HCC

stéar (στέαρ) = fat

Thank you Georgia
for the introduction



  

MASLD prevalence is growing
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Reversibility = importance of early detection



  



  

Artificial 
intelligence

Some terminology

Assessments, evaluations, decisions, predictions 
made by software tools 



  

Artificial 
intelligence

Machine learning

Some terminology

The rules are learned from the data 



  

Artificial 
intelligence

Machine learning

Deep learning

Some terminology

The algorithms are based 
on layers of artificial neurons



  

Artificial 
intelligence

Machine learning

Deep learning

Unsupervised

Supervised

Some terminology

The algorithms are not
told what is correct or not

The algorithms are told what 
is correct or not



  

Artificial 
intelligence

Machine learning

Deep learning

Unsupervised

Supervised
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Expert
systems

MLP
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Cohort

ABOS subset: Only European 
ancestry and unrelated individuals

(+66 clinical and personal data
+1076 identified metabolites 

in blood and liver)

 ABOS (Biological Atlas of Severe Obesity)

PreciNASH
project

All subjects had 
bariatric surgery



  

Subject grouping

Scoring on liver biopsy with the method from Kleiner and Brunt 2005

Steatosis 
Categorical [0-3] from 
quantitative measurement

Ballooning 
Categorical [0-2]
= {none, some, much}

Inflammation 
Categorical [0-3] from 
number of foci

Final score:

Healthy:S = 0, B = 0, I = 0 n = 80

NAFL: S > 1, B = 0, I ≥ 1 n = 137
S > 1, B > 1, I = 0

NASH: S > 0, B > 0, I > 0 n = 83



  

What are we going to talk about today?

● Clinical data

● RNAseq

● CpG Methylation
Putting everything together



  

Clinical data



  

Clinical data available on PreciNASH subjects

Diagnosis
Sex
Age
BMI

Liver

Steatosis score
Inflammation score
Ballooning score 
Brunt score
Total NAS score
Fibrose Kleiner score

Sang

Glycaemia: fasting ionograms, 
OGTT: fasting, 30 min, 120 min
Insulin: fasting (mUI/L, pmol/L), 30 min, 120 min
C peptide: fasting, 30 min, 120 min
HOMA2 IR
HbA1c 
HDL
LDL
Total cholesterol
Triglycerides
Bilirubin
ASAT
ALAT
gGT
a2 macroglobulin
Haptoglobin
apoA1
CRP
platelets
lymphocytes

Diabetes

T2D status
antidiabetic treatments (number and name)
Insulin treatment
GLP1 treatment
Gliptine
a-glucoxidase inhibitor
Sulfonylureas
Biguanide
Glinide
Thiazolidinediones

Hypertension

Antihypertensive (name)
a-blocker
b-blocker
Ca blocker
Angiotensin inhibitor
Imidazoline
ACE inhibitors
Diuretics
Renin inhibitor
a-sympathomimetic
a1-adrenergic blocker

Dislipidaemia

Hypolipemic treatment 
(use and name)
Statins
Fibrates
Omega-3
Intestinal absoption inhibitor
Bile acid sequestrant



  

Selection of clinical variables

● Alternative versions: fasting insulin in mIU/L and in pm/L

● Composed variables: HDL, LDL, total cholesterol

● Derived variables: 
T2D status = {fast glyc, HbA1c, glycaemia, antidiabetic treatment}
Averaged fasting glycaemia = mean(HPO glyc, IONO glyc)
HOMA2 IR = {OGTT and insulin fasting}

● Treatments: ignored in this study that focuses on biology

☛ retained 16 non-redundant clinical features + age + sex 



  

Clinical data: Missing values; small dataset = need imputation

<<<   2 subjects with 
         9 missing values



  

Clinical data: Missing values; small dataset = need imputation

12% miss CRP us

Advised cut-off
for imputation 5%

But CRP is key 
in MASLD…



  

Imputation of missing values: MICE

● General idea: subjects with close values for most variables would probably show 
similar values for the missing variables.

● Chosen approach is Multivariate Imputation by Chained Equations (R package MICE)
Imputation algorithm is Predictive mean matching

Then iteration

NB: no linearity 
or normality
requirements

Suitable for 
multimodal,
integer, 
or skewed
variables



  

Principal component analysis (PCA)

variance

PCs
1 2 3 4 5

normalisation
“rotation”

projection

plot of 
samples
in the space
of features

loadings: impact of features on components

Y’

Z’

X’



  

Clinical data PCA 

Principal components

V
ar
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nc

e

20%

10%

15%
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All clinical hallmarks align with PC1

Ballooning inflammation steatosis



  

What are the main loadings?



  

Can we train artificial neural networks

to recognise the presence of NAFL and NASH?



  

What is an 
artificial neuron ?

Σ



  

What is an 
artificial neuron ?

Σ

NB: when the activation function is logistic (sigmoid), this is actually a logistic regression...



  

Impact of the weights and the bias

input = [0,1,2,3,4,5]



  

The magic happens with several neurons

output =

0 5

7

 

input = [0,1,2,3,4,5]



  

And then we add layers (the “Deep”)



  

Many different activation functions

f1 and f2 can be different



  

 

comparison

training set
one set 
of inputs

one set 
of true
outputs

Update of
parameters

Minimising
loss function

Deep
“learning”



  



  

Learning by trying to trick itself:
Generative Adversarial Network (GAN)

See Yan YAN talk tomorrow!



  

Multi-Layer Perceptron trained on clinical data

16 clinical data 
+ age + sex

Dropout 30%

Normalisation

10 tanh

5 sigmoid

3 softmax

Healthy NAFL NASH

= pseudo probability

 

 

Randomly omitted inputs
at each learning step (epoch)



  

Multi-Layer Perceptron trained on clinical data

16 clinical data 
+ age + sex

Dropout 30%

Normalisation

10 tanh

5 sigmoid

3 softmax

Healthy NAFL NASH

= pseudo probability

 

 

Randomly omitted inputs
at each learning step (epoch)

After input and dropout!
→ avoid hidden structures



  

Hyperparameters (fancy word for settings)

● Evaluation

● Loss function: categorical cross-entropy

● Optimizer: Adam (learning rate = 0.001)

● Training duration

● Epochs = 10000

● Batch size = 16

● Early stop: 

● min delta = 0.001, 

● patience = 500 (1000)

500



  

Training procedure

5 independently trained models

Validation (never seen): 60 subjects
Same for all model instances

Training set: 178 subjects

Test set (for training): 60 subjects
Different for each model instance



  

Clinical data predictivity on the independent dataset 



  

Transcriptomics



  

PCA RNAseq
coloured by group

 

0.5

18



  

PCA RNAseq
coloured by age

 30%

 20%
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0.35
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Alignment along PC3 controlled by few genes



  

Main loadings (coloured by log[expression])



  

Main loadings (coloured by log[expression])

Not significant 
with DESeq2!

CXCL8 CCL20



  

Not significant 
with DESeq2!

CXCL8 CCL20



  

All genes

RNAseq
Risk

Score



  

Random Forest
to choose cut-offs
between classes

Accuracy of the 
classification made 
on varying number
of loadings from each side

Are PC3 loadings predictive?



  

Multi-Layer Perceptron trained on RNAseq data

100+100 gene expression values (counts)

Dropout 30%

Normalisation

100 tanh

20 tanh

5 sigmoid

3 softmax

 

 

Healthy NAFL NASH



  

RNAseq data predictivity on the independent dataset 

 

  



  

DNA Methylation



  

Severity and age both contribute to the main PCs

Coloured by severity Coloured by age



  

Correlation with PC1 and PC2



  

Removal of age component

For each CpG 

Keep the residuals



  

Bam! The age component is gone… but not (all of) the severity



  

Bam! The age component is gone… but not (all of) the severity

Before correction After correction



  

Transfer of variance from PC2 to PC1

 

  



  

Methyloscore



  

Multi-Layer Perceptron trained on CpG methylation

130+130 CpGs (beta values!)

Dropout 30%

Normalisation

50 tanh

20 tanh

5 sigmoid

3 softmax

 

 

Healthy NAFL NASH



  

Methylation data predictivity on the independent dataset 

 

   

 

 



  

Supercharge predictions by putting everything together



  

Methylation+ClinDat+RNAseq data

100+100
gene expressions

Dropout 30%

Normalisation

100 tanh

20 tanh

5 sigmoid

3 softmax

 

 
10 sigmoid

concatenate

 

130+130 CpGs

Dropout 30%

Normalisation

50 tanh

20 tanh

5 sigmoid
 

 

16 clinical data 
+ age + sex

Healthy NAFL NASH

Total params: 37 797
Trainable params: 36 838



  

Predictivity of the MLP trained on 3 types of data 

   

  



  

Comparison with some prior tools

Tanwar et al (2013). Procollagen III terminal peptide. AUC Healthy from 
NAFLD 0.88 (here 0.97); AUC NASH from NAFL 0.79 (here 0.89)

Sanyal et al (2018). miR-34a, α2-macroglobulin, YKL-40, HbA1c. AUC 
NASH from non-NASH 0.81 (here 0.89), accuracy of 72% (here 91.67%)

Park et al (2023). Carefully hand-picked 10 genes. Only distinguish 
NASH from NAFL. Accuracy of NASH prediction on an independent 
cohort is 80.5% (here 91.67%)
6 of their genes are not in our set 
(CDC6, TTK, HASPIN, MCM10, SLC7A1, MAD2L1)



  

Can we explain how a model decides?

?



  

Importance of inputs

 

 

  

 

Healthy NAFL NASH



  

Clinical data module weights, inputs 

inflamm
ation

diabetes

fat
and
liver

model 1 model 2 model 3 model 4 model 5
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RNAseq module weights, inputs  

model 1 model 2 model 3 model 4 model 5



  

Methylation module weights, inputs 

model 1 model 2 model 3 model 4 model 5



  

Importance of modules

 

 

  

 

Healthy NAFL NASH



  

Impact of the different modules after concatenation

C
on

ca
te

na
tio

n 
la

ye
r

Second to last layer



  

Impact of the different modules after concatenation

Methylation

Clinical
data

RNAseq

In all five models, the RNAseq module has the main impact



  

100 protection and risk loadings on PC3

Risk loadings

Protection loadings



  

What now? This project

Making the tools more useful:

We need to incorporate metabolomics and genotypes. 
The latter will require more complex architectures 
(one-hot encodings+CNN, genome-informed local structures, etc.)

We need tools using blood molecular phenotypes as input: 
1) non-invasive, 2) with a liver biopsy, we do not need molecular phenotypes…

Understanding the basis of the decisions, and the relationships between inputs:

What happened to PreciNASH subjects? NASH FP became TP? HCC?  

Analyse the data generated during model training 
(loadings for RNAseq and methylation, age-corrected methylation, etc.)

Interpretable AI approaches, including perturbation (e.g., ablation) 
and addition of attention structures.

 



  

What now? EGID and PreciDIAB

Nobody can ignore AI; Nobody should ignore AI

AI is part of a PreciDIAB workpackage (and of almost any recent 
project currently ongoing or submitted by UMR 1283/8199)

 ☛ AI is becoming one of the core tools of UMR 1283/8199 

We need more deep learning approaches to learn from different 
data types (genotypes,  ATAC-seq, chromosome capture, 
socioeconomic and psychological data, etc.): 
e.g., prior knowledge embeddings, LLMs, 
multi-omics attention, Vision Transformers

AI as a tool for discovery and explanation, 
on par with estimation, prediction, and clustering

This requires scaling up → money, but more importantly brains.
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